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ABSTRACT
Handling precise timing in high-speed transceivers has always been a primary design target to achieve better performance. Many different approaches have been tried, and one of those is utilizing the beneficial nature of injection locking. Though the phenomenon was not intended for building integrated circuits at first, its coupling effect between neighboring oscillators has been utilized deliberately. Consequently, the dynamics of the injection-locked oscillator (ILO) have been explored, starting from R. Adler. As many aspects of the ILO were revealed, further studies followed to utilize the technique in practice, suggesting alternatives to the conventional frequency syntheses, which tend to be complicated and expensive. In this review, the historical analysis techniques from R. Adler are studied for better comprehension with proper notation of the variables, resulting in numerical results. In addition, how the timing jitter or phase noise in the ILO is attenuated from noise sources is presented in contrast to the clock generators based on the phase-locked loop (PLL). Although the ILO is very promising with higher cost effectiveness and better noise immunity than other schemes, unless correctly controlled or tuned, the promises above might not be realized. In order to present the favorable conditions, several strategies have been explored in diverse applications like frequency multiplication, data recovery, frequency division, clock distribution, etc. This paper reviews those research results for clock multiplication and data recovery in detail with their advantages and disadvantages they are referring to. Through this review, the readers will hopefully grasp the overall insight of the ILO, as well as its practical issues, in order to incorporate it on silicon successfully.
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1. INTRODUCTION
A clock generator is an essential element in many applications such as serial links, local oscillators, memory interfaces, embedded microprocessors, and so on [1]–[53]. A free-running oscillator is typically built using a resonating crystal with a piezo-electric effect. However, a more important type of oscillator is the oscillator, of which its frequency and phase are precisely controlled by the external reference. The purpose of such managed oscillation is to multiply clock frequency, to produce multi-phase clocks, to exhibit the effect of a zero-delay buffer, to extract the exact phase for data sampling, and so on. The controlled oscillator is more of a concern in this paper rather than the free-running oscillator. A dominant method of clock generation is to use the phase-locked loop (PLL) where a voltage controlled oscillator (VCO) locks to the external reference in a feedback loop composed of a phase detector (PD) and a loop filter. Many performance metrics are used to evaluate its performance, such as jitter, phase noise, power, and cost. To obtain better performance beyond the PLL offers, an alternative type of controlled clock generators has been explored, dating back to the 1940s [1]. When two oscillators with similar frequencies are close by and interact with each other, they end up oscillating at the same frequency by injecting one’s phase information into the other through the shared power supply.
Intuitively, such phenomenon can be explained in the following way: when one clock makes its transition, it affects its power supply, and the supply fluctuation strikes the other oscillator’s phase in such a way to move its oscillation phase to either slow down or speed up in a convergent manner. The other direction is equally valid as well in a mutual way. For that to happen, two conditions must be met: the two frequencies must be closely adjacent, and the interaction strength must be large enough to overcome the frequency difference.

In most of the injection-locked oscillators (ILOs), an injection source and the oscillator are separated: one is an injector, and the other is an injectee; mutual injection is found only rarely, thereby out of concern in this paper. The first paper on the analysis of injection locking was presented by R. Adler with very complicated but elegant equations [1]. Many others followed and extended the historical document with more straightforward and easy way assisting the understanding of its complicated behavior.

Many different types of injection methods and their theoretical analysis have been presented with a wide range of applications: frequency multiplication [4], [7], [11]–[29], frequency division [49]–[53], clock and data recovery [30]–[40], [44]–[47], clock distribution [41]–[43], multi-phase clock generation [48], and so on. Among those diverse applications, this review focuses on the clock multiplication and clock recovery with tuning methods reported in the previous works.

2. BACKGROUND

The first paper by R. Adler [1] introduces sinusoidal injection where both the injection and the oscillation signals are sinusoids. In an LC oscillator at resonance, as shown in Figure 1(a), the LC tank inevitably loses its energy through its parasitic resistance (R) but sustains oscillation by negative resistance (−G_m) as an energy source that compensates for the loss. At the steady-state without injection (I_{inj} = 0), the amplitude of oscillation is sustained where the energy loss and its supply is balanced. In that state, the oscillation and its loss in the resistor are in the same phase. When the voltage of the oscillation is at maximum, the current through the resistor is at the maximum while they are in phase. When the oscillator undergoes external injection at the same frequency, the energy from the signal is added up to the oscillator, and the oscillator maintains its frequency, but its phase gradually converges to the injector’s phase if not at the same phase initially (θ(t = 0) ≠ θ_{inj}). Such a case when the free-running and the injector’s frequencies are identical, we say they are “tuned.” However, when they are “detuned,” i.e., the injector’s frequency (ω_{inj}) is slightly off from the oscillator’s free-running resonant frequency (ω_{fr}), some deviation occurs between phases. Of course, the disturbed oscillation frequency (ω_{osc}) converges to ω_{inj} unless injection fails to lock. When the lock is reached, which is usually the subject of analysis, the phase difference between the injection and the oscillation is non-zero. Since the LC tank is forced to oscillate off from its resonance frequency, its voltage and current phases do not match. When ω_{fr} is higher than the forced ω_{inj}, the phase of the voltage leads the current. The externally injected sinusoid produces the phase shift.

The injection mechanism can be explained quite nicely with a so-called phasor diagram, as shown in Figure 1(b). In general, the phasor diagram analysis is performed assuming all of the given vectors exhibit the same frequency and shows the steady-state result, i.e., the vectors do not represent the transient behavior. However, in this study, we assume quasi-static dynamics where all the transients of the difference between ω_{inj} and ω_{fr} are represented as the sequence of the steady states in the infinitesimal time interval. Thus, the vectors shown in Figure 1(b) are slowly rotating as a function of time, just like frequency drifts in the clocking system. For example, if the frequency offset (Δω := ω_{inj} − ω_{fr}) is zero, the phase between the injector and other signals, θ(t) and ϕ(t), converges to all zero when enough time passes as shown in Figure 1(c).

The dynamics of the injection behavior can be derived from the following differential equations. The solution is neatly represented in a closed-form. Note that the solution is periodic with 2π and, time-vary-
ing variables are expressed as \( \phi(t) \) to avoid confusion such as \( \phi(t) \), \( \theta(t) \), and \( \omega_{osc}(t) \). From Figure 1(b),
\[
\sin(\phi(t)) = \frac{l_{inj}\sin(\theta(t))}{l_{osc}} \approx \frac{l_{inj}\sin(\theta(t))}{l_{fr}} \frac{l_{fr}^2 + 1 + 2l_{inj}l_{fr}\cos(\theta(t))}{\sqrt{l_{inj}^2 + l_{fr}^2 + 2l_{inj}l_{fr}\cos(\theta(t))}}
\]
when weak injection as assumed, \( l_{inj} \ll l_{fr} \).

Thus, (1) can be approximated as
\[
\frac{l_{inj}}{l_{fr}} \frac{\sin(\theta(t))}{\sqrt{l_{fr}^2 + 1 + 2l_{inj}l_{fr}\cos(\theta(t))}} = \frac{l_{inj}\sin(\theta(t))}{l_{fr}}
\]
Assuming \( \phi(t) \ll 1 \), since \( \sin(\phi(t)) \approx \phi(t) \), \( \phi(t) \) is expressed as
\[
\phi(t) \approx \frac{l_{inj}\sin(\theta(t))}{l_{fr}}
\]
where \( l_{inj} \) and \( l_{fr} \) are fixed and given at the beginning of the injection operation.

To derive the relation between instantaneous frequency, \( \omega_{osc}(t) \), and \( \phi(t) \), we bring the phase relations of the LC tank analysis. For an LC tank with a loss of R, the impedance of Z can be written as
\[
Z = R|sL| \frac{1}{sC} = \frac{j\omega RL}{j\omega + R - \omega^2RLC}.
\]

Then, the phase angle of Z is
\[
\angle Z = \frac{\pi}{2} - \tan^{-1} \left[ \frac{\omega L}{R - \omega^2RLC} \right] = \frac{\pi}{2} - \tan^{-1} \left[ \frac{\omega L}{R} \cdot \frac{\omega L}{\omega L - \omega^2} \right] = \frac{\pi}{2} - \tan^{-1} \left[ \frac{1}{2Q} \cdot \frac{\omega L}{\omega L - \omega^2} \right] = \tan^{-1} \left[ \frac{2Q}{\omega L} \cdot \frac{\omega L - \omega^2}{\omega L} \right],
\]
where \( \omega_L = 1/\sqrt{LC} \), and \( Q = R/\omega L \).

Then,
\[
\tan(\angle Z) = \tan(\phi(t)) \approx 2Q \cdot \frac{\omega_{osc}(t) - \omega_{fr}}{\omega_{fr}},
\]
Since \( \phi(t) \ll 1 \) again, \( \tan(\phi(t)) \approx \phi(t) \), (6) is rederived as
\[
\phi(t) = 2Q \cdot \frac{\omega_{osc}(t) - \omega_{fr}}{\omega_{fr}}.
\]
Substituting (3) into (7), \( \omega_{osc}(t) \) is arranged as
\[
\omega_{osc}(t) = l_{inj} \cdot \frac{\omega_{fr}}{l_{fr}} \cdot \frac{\sin(\theta(t))}{2Q} + \omega_{fr}.
\]
Before solving (8) with respect to time to discover its dynamics, we will first derive the steady-state behavior of this system. In the steady state after the LC tank catches the injection signal, the disturbed frequency, \( \omega_{osc}(t) \), converges to \( \omega_{inj} \), i.e., \( \omega_{osc}(t = \infty) \approx \omega_{inj} \). Then, from (8), \( \sin(\theta(t)) \) is arranged as
\[
\sin(\theta(t)) = -2Q \cdot \frac{l_{inj}}{l_{fr}} \cdot \frac{\omega_{inj} - \omega_{fr}}{\omega_{fr}}.
\]
Since \( |\sin(\phi(t))| \leq 1 \),
\[
\left| \frac{\omega_{inj} - \omega_{fr}}{\omega_{fr}} \right| \leq \frac{l_{inj}}{l_{fr}} \cdot \frac{1}{2Q}.
\]

From (10), the normalized locking range increases as the injection current increases, and the tank’s quality factor decreases. Since the higher quality factor indicates that the peak energy stored in the resonator is much larger than the loss caused by resistance, it is tough to perturb its frequency from the stronghold resonant frequency to other external frequency. It is noted that when the injection amplitude is fixed, there is a maximum bound of the phase shift. The maximum phase shift determines how much off the injection frequency can be from the free-running resonant frequency. When the injection frequency is far from the resonant frequency, the required phase shift between the voltage and current can be close to \( \pm \pi/2 \), in which case the necessary injection energy must be a lot greater than the tank itself, which destroys the purpose of the injection locking. Injection locking is supposed to control a high-energy oscillator with a tiny injector. Therefore, in this example, when the frequency discrepancy is about 10%, the injection amplitude must be greater than 10% of the tank amplitude. Otherwise, the LC tank will not “lock” to the injector.

Looking back to (8), two variables \( \omega_{osc}(t) \) and \( \theta(t) \) are relayed: the derivative of the phase is the angular frequency. Thus, the following relations are obtained.
\[
\frac{d\theta(t)}{dt} = \omega_{osc}(t) - \omega_{inj}.
\]
Substituting \( \omega_{osc}(t) \) from (11) into (8),
\[
\frac{d\theta(t)}{dt} = -\frac{l_{inj}}{l_{fr}} \cdot \frac{\omega_{fr}}{2Q} \cdot \sin(\theta(t)) - (\omega_{inj} - \omega_0).
\]
function. The general solution of (13) can be retrieved symbolically in (16), with the help of CAD tools such as Mathematica [54], and quite nicely displayed numerically by the library named of SciPy [55] in Python language (see Figure 2).

As shown in Figure 2(a), when the frequency offset, $\Delta \omega$ is zero, regardless of initial phase difference, $\theta_0$, the steady-state phase difference, $\theta_{ss}$ converges to zero. However, its settling time differs; as $|\theta_0|$ increases toward $|\pi|$, it takes super linearly more time to converge toward $\theta_{ss}$. When $|\theta_0| = |\pi|$, meta-stability causes the locking to occur in an unbounded time just like synchronization failure in a flip-flop when the setup- or hold-time violation occurs. Even the white noise in the source cannot prevent its abnormal behavior but its probability can be reduced rapidly by just allowing more settling time. When $|\theta_0|$ is smaller than $\pi/2$ (see green and blue colored lines in Figure 2(a)), it exhibits a close to a first-order settling behavior as in (15). However, when $\Delta \omega$ is non-zero, the steady-state phase error, $\theta_{ss}$ is not zero as well (see Figure 2(b)) when analyzed from the phasor-diagram derived behaviors above.

### 3. Phase Noise

Main reason for employing the ILO in clock synthesis is that it offers a wider loop bandwidth compared with the feedback-based clock generators. In this section, the phase noise is compared between various clock generators qualitatively, and the relative superiority of the ILO-combined PLL is addressed with a graphical illustration. Assuming that PLL has a 2$^{nd}$-order loop, the jitter transfer function from the reference input to the output is described as

$$H(s) = \frac{\omega_0^2 (1 + s/\omega_z)}{s^2 + 2s\zeta \omega_n + \omega_n^2} \quad (17)$$

where $\zeta$ is the damping ratio, $\omega_n$ is the natural frequency, and $\omega_z$ is the stabilizing zero [56]. It has two poles and one zero and, thus, depending on their location, $H(s)$ exhibits varied characteristics. In this section, for simplicity, $\zeta$ is sufficiently high, not exhibiting peaking around the corner frequency. Since the primary noise sources are the reference and the local oscillator, phase noise profiles of the two sources must be known before applying the PLL transfer function of (17). The noise configurations of the two oscillators are

\[
\tan \left( \frac{\theta(t)}{2} \right) = \frac{1 - \sqrt{1 + K^2} \cdot \tan \frac{\theta_0}{2}}{K} - B \sqrt{1 + K^2} \cdot t - 2 \cdot \arctan \left( \frac{-\sqrt{1 + K^2} + \sqrt{-1 + K^2} \cdot \tan \left( \frac{\theta_0}{2} \right)}{-1 + K^2} \right) \]

(16)
oscillator over the PLL bandwidth (output phase noise is determined by many design parameters mainly from the PLL bandwidth). The case of the ILO incorporated PLL is presented in [26]. As demonstrated, the ILO-incorporated clock generators exhibit better noise performance than the one by the PLL-only structure. Each case is set to have the best jitter performance in its own. The PLL shows higher phase noise compared with the ILO-incorporated PLL from 200 kHz to 30 MHz, where the phase noise from the oscillator is not sufficiently filtered out. The standalone ILO exhibits almost the same noise curve down to 200 kHz where the flicker-noise starts to show up in the free-running oscillator. It is noted that the phase noise spectra of the reference clock and the free-running oscillator are typical ones presented in [26] but this case should not be construed as applying to all the configurations. In summary, the injection locking, with higher bandwidth, can offer an excellent phase noise shaping of the free-running oscillator than that of the PLL can offer for the high-frequency phase noise. For the slowly-drifting phase noise such as flicker noise, the PLL removes it using the second or higher-order filter embedded in the feedback system.

1 Measuring the free-running frequency is challenging since it drifts over time.

2 In this review, we simplified the analysis of the phase noise, which has very complicated equations and theories, as it has provided a good approximation.
4. TUNING MECHANISMS

Tracking of the free-running frequency toward the injection frequency called as tuning is crucial to fully take advantage of the ILO, no matter what the ILO application is. In this section, the calibration methodology of ILCM and ILCDR is mainly discussed with several reported papers. For ILCM, effect of the mismatch called as the offset manifests itself as the reference spur, which can be a major concern in RF applications; unwanted spur at the frequency spectrum can encroach the other channels appearing as interference. In the same manner, the spur problem can be seen in the ILCDR as well. However, the most concerns in the ILCDR is the degradation of the sampling margin for incoming data, which results in poor jitter tolerance (JTOL), if the offset is not reduced adaptively.

A. ILCM

The first is to use the two identical VCOs sharing the same control voltage, as shown in Figure 5 [7], [18]. One is used as a dummy oscillator whose sole purpose is to generate the control voltage in the PLL or frequency locked loop (FLL) and forward it to the main injection-locked oscillator. However, the two frequencies of the two oscillators are not identical even if closely placed in the same die due to device mismatches caused by the proximity effect and random variation. Moreover, doubled power consumption and chip area hinder it from being employed in high-performance applications.
In another tuning scheme shown in Figure 6(a) [11], the time-to-digital converter (TDC) is utilized for extracting injection-affected timing information. When the free-running frequency $f_{fr}$ is smaller than the injected oscillation frequency $Nf_{ref}$, the injection pulls the original edges to compensate for the accumulated phase deviation during $(N - 1)$ cycles. In the timing diagram of Figure 6(b), the injection causes the phase shift of $-\beta \theta$ for sustaining the lock. In other words, when the free-running oscillation frequency is low, the injection should speed up the oscillation phase to match the rate of the multiplied reference clock to maintain a locked state. When an en signal is enabled, the TDC compares two successive periods. In this case, an UP sign is generated to boost the frequency of the ILO since $f_{fr}$ is less than $Nf_{ref}$. Although the offset is cancelled this way, a trade-off between the jitter performance and power dissipation must be made; the TDC resolution determines the jitter characteristic.

The third scheme is to incorporate the injection with the PLL, as illustrated in Figure 7(a) [20], [23], [25]–[27]; it is a typical erroneous concept for obtaining tuning although it is recommended for better phase noise reduction of flicker noise as described in Section 3. By directly forcing the pulse into the oscillator, which is already locked to the target frequency inside the PLL, it is falsely believed that the frequency tuning is done. However, as shown in Figure 7(a), before the injection corrects the oscillation phase, phase align is already achieved at the PD between ref and div. When the injection incurs phase deviation, there are two locations where phase alignment is tried; PLL and injection. Thus, if this two-phase modulation path is not managed correctly, the frequency offset is inevitable and unnoticed; for the worst case, it could lose the locked state. The delay $D_{inj}$ denotes the propagation time of injection-related circuits such as pulse generator or buffers. The other delay $D_{clk}$ indicates the delay of divider and clock buffers from the output clock (out) to

\[ D_0 = D_{inj} + D_{clk}. \]  

This delay of $D_0$ should be designed carefully, having integer multiples of a period of $2\pi$ to avoid generating the frequency offset in the PLL-based ILCM. From [26], the phase offset between injection and injectee ($\theta$) as in Figure 1(a) is obtained with respect to $D_0$ as

\[ \theta = \frac{1}{1 - \beta} \times D_0, \]  

where $\beta$ indicates the injection strength, which is less than one, assuming $\theta$ is sufficiently small. Phase errors at first and $N$-th harmonics are zero thanks to the PLL feedback; strictly speaking, its averaged values are zero. Between that edges modified by the injection, the phase errors are piled up during $(N - 1)$ cycles, but the PD does not notice whether they have the offset or not at the $N$-th edge (see Figure 7(b)). To overcome the two modulation-path problem, [25] insists that zero delays of $D_{inj}$ and $D_{clk}$ both using direct injection

\[ \text{Figure 9. (a) Block diagram, and (b) timing diagram of replica-delay-cell based ILCM [21], [22].} \]

\[ \text{Figure 8. (a) Behavioral phase-noise simulations while } D_0 \text{ is zero, and (b) calculated jitter with respect to } \beta. \text{ (}N = 16, f_{ref} = 312.5 \text{ MHz, } \mathcal{L}_{fr} @ 1 \text{ MHz} = -95 \text{ dBc/Hz, and } \mathcal{L}_{ref} = -160 \text{ dBc.}} \]
and sub-sampling phase detection. In [20], [26], the more refined approach is introduced as for pulse gating. As seen in typical PLL-based ILCM, the PLL loop forces the phase error to zero at the reference rate. If some of the reference edges skipped from injection by so-called pulse gating, the accumulated phase errors can be detected. At specific reference edges, one of them is missing for injection, thereby accumulated phase errors by $N$ cycles are recognized in the PD, and we can detect the frequency drift and correct it (see Figure 7(c)). The idea itself is robust and straightforward. However, it loses the injection information with the specifically reduced rate, resulting in loss of bandwidth, and additional circuits should be incorporated, such as a delay line or a programmable edge selector.

The effect of injection strength ($\beta$) and delay mismatch ($D_0$) on PLL-based ILCM can be found in Figure 8. As analyzed in Section 2, phase noise of the oscillator is better attenuated while the injection is strong (see Figure 8(a)). However, when $D_0$ is present, the accumulated jitter during $(N - 1)$ cycles shows up, resulting in degradation of jitter performance (see Figure 8(b)). From these results, we can say that best jitter performance on PLL-based ILCM can be achieved with strong injection and calibration of path alignment.

In Figure 9(a), in another elaborate scheme using the ring-based ILO and duplicating a unit delay cell in the oscillator, the frequency difference can be collected [21], [22]. Unlike using a replica oscillator, as in Figure 5, it only copies one delay unit minimizing the mismatch and the area overhead. Its basic idea looks similar to the TDC-based detection by comparing two consecutive periods. However, it replicates the signal inside the oscillator, making it as a reference. The operational timing is illustrated in Figure 9(b). In the previously explained timing diagrams (Figures 6 and 7), we indicate the imaginary free-running (or undisturbed) edges with dotted lines. In the replica-delay-cell type, they realize the undisturbed edge information using the practical circuit by propagating one clock signal embedded in the oscillator. The signal of $\text{rep}$ implies the untouched one under given propagation delay, $\text{td}$, which can be changed from the control circuits ($\text{ctrl}$). If the injection makes a negative phase shift, comparing $\text{rep}$ with $\text{osc}$, which is the inverted version of $\text{rep}$ with injection, the PD recognizes the polarity, whether it pulls or pushes from $\text{rep}$. To avoid the mismatch issues resulting from the two cells or routing layout, in [21], [22], they introduce some tricky ideas to calibrate the mismatches for more robust operation.

### B. ILCDR

Although most of the literature [31]–[37], [39], [40] use the term CDR in ILCDR, data recovery is separate from clock recovery in the ILO, unlike the PLL-based CDR, where data recovery is achieved simultaneously with phase detection. In [30]–[38], the incoming data stream is not recovered until the ILO gains the locked state. The injection signal must be generated from the transitions of the non-return-to-zero (NRZ) data stream to integrate the ILO in the CDR efficiently. Therefore, the injection mechanism is inevitably pulse-based, which requires high bandwidth.

When an edge from the NRZ data stream is detected, a pulse is generated and injected to the oscillator to make a direct current path between the oscillator's differential nodes. The NRZ data is random and non-periodic, meaning many identical bits might persist without any transitions. While the injection pulses are regularly placed in the frequency multipliers, the ILCDR only intermittently synchronizes with the phase of the clock-recovered oscillator. Since there could be a long absence of the injecting pulses during identical bits, run-length limitation with 8B10B coding might be necessary. Between the random events, the free-running oscillator must maintain the same frequency and phase as those when an injection event occurs in between. That means injection must not interfere with the frequency and phase when injection-locked. While ILCDR has residual frequency offset, the margin for data sample is severely degraded, critical for data recovery.
Similar to the replica-based ILCM in Figure 5, replica-based ILCDR was tried in its early years [32], [35]–[37] since it is very intuitive to implement. However, it is vulnerable to device mismatches, and it consumes extra power and area. Also, the control voltage comes from the external reference clock, not the NRZ data stream of interest, resulting in the offsets. Although it has an apparent structural weakness, the fact that the NRZ stream is directly injected to the local oscillator without any filtering as in PLL-based CDR enables the ILCDR as one of the possible solutions to achieve an extremely high JTOL in some applications requiring burst-mode nature. In [35], short pulses on the rising and falling transitions of the NRZ data are produced and injected to the oscillator tuned with the replica oscillator. They use two ILOs in series for some reason: Since the recovered clock contains input jitter due to random intermittent injection events with deviated frequency, a second oscillator filters the jitter from the first oscillator. One of the shortcomings is that sampling the data with the recovered clock, the right sampling phase is not found in the loop, but selected manually. The other example of the ILCDR design for the inductively coupled interface is presented in [38].

As seen in Section 3, the ILO’s wide bandwidth and the PLL’s filtering capability of the flicker noise offer suitability of its use in the data recovery. The principal metric for evaluating the CDR’s performance is JTOL, which shows how much input jitter can be tolerated, satisfying the given bit error rate (BER). For these reasons, the ILO combined with the PLL has been adopted to exhibit excellent JTOL performance. In [38], for the first time, they combine the ILO and the PLL for data recovery. However, the delay offset causing the frequency deviation is manually adjusted. To detect and to collect the mismatch information, [39] proposes a simple detecting algorithm examining successive UP/DN information from the PD. With careful selection of the injection pattern and judicious separation of conventional phase detection from offset extraction, data sampling at the middle of unit interval (UI) can be achieved. A full-functional embedded ILCDR with tuning capability of the free-running frequency and clock phase alignment is described with the injection skipping technique (see Figure 12(b)) [40].

![Figure 12. (a) Block diagram, and (b) timing diagram of PLL-based ILCDR [40].](image-url)
Since it has almost the same structure as the PLL-based ILCM except for the PD algorithm, the two-point phase modulation problem is easily resolved, resulting in obtaining the highest possible performance. The PD does not detect whether it has the frequency offset or not if both transitions of the data stream are injected into the oscillator. For that to be solved, only one of the data transitions is used to injection, as noted in Figure 12(a). Since the injected signal is random, it is not as simple as in the ILCM to describe the operating principle using the timing diagram without introducing proper assumptions. In Figure 12(b), both phase alignment mechanisms exhibit the maximum adjustment strength (\( \phi_{pd} = 0 \) when the PLL is active and \( \beta = 1 \) replacing the original edge with the injector’s timing), and \( f_{tr} \) is smaller than the target frequency. When \( D_0 = D_{inf} + D_{clk} \) which is the same as (19) is not integer multiples of 1 UI, the phase difference caused by the frequency offset is accumulated in absence of transitions, as in the clock multiplier. In this example, the accumulated phase offset and the frequency offset also degrade the instantaneous sampling margin. As seen in Figure 12(b), the sampling margin for given NRZ streams degrades severely (in this case, 0.2 for the worst) even when the injection successfully replaces the misplaced edge unless the path delay is not controlled properly. In addition, it is noted that the consecutive identical digits (CID) also affect the overall locking range of the ILO when random data stream is injected. Adler’s equations [1] are derived under assumption that the injection is made with the same frequency. However, this case deals with sub-harmonic injection with random transitions. Thus, the tolerance on how the ILO in the CDR can endure is determined by the number of CIDs, as well. The analytical expression of the locking range of the ILCDR is analyzed [40] and as follows.

\[
\frac{f_L}{f_{osc}} = \frac{\theta_{in,max}}{\pi CD_{max}}
\]

assuming \( f_L \ll f_{osc} \), and \( \theta_{in,max} \) indicates the maximum input phase without losing lock in the given oscillator. From (21), if the CID increases, the lock may fail in the worst case.

The behavioral simulation of the PLL-based ILCDR is shown in Figure 13. In this simulation, 10 Gbs with PRBS7 NRZ stream is sourced with various \( \beta \) and \( D_0 \). Similar to the PLL-based ILCM, as \( \beta \) increases, the jitter tracking bandwidth increases. If the path delay of \( D_0 \) is non-zero, spurious tone is observed at the frequency of 40 MHz, which is equal to \( 10^{10}/(2^7 – 1)/2 \) Hz, and its harmonics; the factor of 2 indicates that it operates with half-rate clock recovery. From these results, it is shown that the detuned PLL-based ILCDR does not guarantee the maximum sampling margin.

5. OTHER MISCELLANEOUS TOPICS

Although we have focused on ILCM and ILCDR in the previous sections, there remain more topics to be addressed. Mostly in very high-speed clock generators like U-band or K-band, the extremely high-frequency clock is usually generated using an LC resonance. Although it is possible to synthesize that high frequency clock, dividing it to a lower frequency (usually embedded in PLL) is also challenging to accomplish. The injection-locked frequency divider (ILFD) is a promising candidate for this case [49]–[53]. Next, for huge chip size, transferring clock signal from one edge to the end is of a large burden since it dissipates lots of power sometimes more than the core circuits. To mitigate such high power consumption, the injection-locked technique could be used to distribute a clock signal over the entire chip [42], [43] minimizing the cost. In addition, the ILO can be used to generate quadrature or more phases. A quadrature LC oscillator is one of the examples. Also, quadrature clock generation based on the delay-locked loop (DLL) can use ILO when its application requires a high loop bandwidth [48]. Lastly, by using the phase shift by deliberately making the frequency offset, ILO can be used in forwarded-clock system. As studied in Section 2, the ILO can deliver phase-shift ranging (\(-\phi/2, +\phi/2\)); thus, several works [44]–[47] use it as a delay element for data sampling in the forwarded-clock system due to its high loop bandwidth compared with the conventional CMOS delay chain.
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